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Chief of the RWQB. Mr. Mark S. Dortch, formerly of the RW(B, and
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WESSEL: CODE FOR NUMERICAL SIMULATION OF TWO-DIMENSIONAL TIME-
DEPENDENT WIDTH-AVERAGED FLOWS WITH ARBITRARY BOUNDARIES

PART I: TINTRODUCTION

1. The code WESSEL sclves the two momentum equations, the energy
equation, and the continuity equation on a two-dimensional field with
boundaries of arbitrary shape, including multiple inlets, outlets, and
obstacles. The basis of this numerical solution is a boundary-fitted
curvilinear coordinate system that allows all computation to be done on
a rectangular field with a square grid in the transformed plane, regard-
less of the boundary shape and configuration in the physical plane.

2. The finite difference solution is done in finite volume formula-
tion, as discussed in detail in Thompson and Bernard (19853). The solu-
tion is implicit in time, with all the difference equations being solved
simultaneocusly by SOR iteration at each time step. The code reads the
boundary-fitted coordinate system from the output of the coordinate code
WESCOR, described in Thompson (1983)., The input allows any portions of
the boundary (external or obstacles) to be designated as inlets, out-
lets, no-slip surfaces, or slip surfaces. Arbitrary specification of
the variables on Inlets and outlets is allowed, The output is in the
form of field arrays and plots (Figure 1) of the velocity components,
pressure, and temperature., All computation is done in metric units, but
the input and output units may be specified otherwise. Appendixes A, B,
and C contain input instructions for the hydrodynamic code (WESSEL), the
contour plot code (CONTUR), and the vector plot code (VECTOR), respec=-

tively. Sample runstreams (input)} are given in Appendix D.
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PART II: CONFIGURATIONS

Computational Field

3. The computational field, i.e., the transformed region, is com-
posed of contiguous rectangular blocks with a uniform square grid over
the entire field, where the independent variables are the curvilinear
coordinates (§,n)* designated in the code as the integers (I,J). As
noted in Thompson and Bernard (1985), the increments, A& and 4n , are
irrelevant since they cancel out of the difference equations, and hence
are made unity for convenience. The extent of & and n on the compu~
tational field is from 1 to IMAX and JMAX, respectively. The dimensiomns
of the field arrays are {(0:IDIM,0:JDIM). All field arrays are extended
one line beyond the computational field for convenience. Thus, the max-
imum values of IMAX and JMAX allowed are IDIM-1 and JDIM-1, respectively.

4, The coordinate system is generated with twice as many points in
each direction as are used for the flow solution. Therefore, the coordi-
nate arrays are dimensioned (0:ICIM,0:JCIM), where ICIM=2%*IDIM-2 and
JCIM=2%JDIM-2, The point in the coordinate arrays corresponding to the
tield point (I,3) is thus (II1,JJ), where 11=2*I~1 and JJ=2%J-1. This

correspondence is indicated in Figure 2.
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Figure 2. Diagram of the general field

* For convenience, symbols are listed and defined in the Notation
(Appendix E).



Point Classification

5. This code is applicable to a wide wvariety of configuratioms
including multiple inlets, outlets, and cobstacles, with all boundaries
being of arbitrafy shape. 1In order to achieve this versatility, it is
necessary that the points be classified as to location on the various
types of boundaries, in the free field or out of the computation region.
This classification is done by associating a different name with each
type of point as follows: '

6. Points not on boundaries.

FIELD: field point (not on a boundary)

@UT: point totally out of the computation region, i.e., inside
an obstacle or beyond the outer boundary of the flow

field

or

]
1

7. Boundary points not omn corners,

WALB@T: point on a lower field boundary with no-slip

or

.

WALT@P: point on a top field boundary with no-slip

L or




WALLEF: point on a left field boundary with no-slip

or

WALRIT: point on a right field boundary with no-slip

® or

With the "WAL" in the above replaced by "SLI," the location is the same,
but the boundary has slip. Similarly "IN" in place of "WAL" refers to
inlet, "@UT" to outlet, and "SUR" to free surface.

8. Cormer points.

CAVWBL: point on bottom—-left concave corner of field with

no~slip

o

CAVWTL: point on top-left concave corner of field with no-slip

or 'i

CAVWTR: point on top-right concave corner of field with
no-slip




CAVWBR: point on bottom-right concave corner of field with
no-slip

L
o i

VEXWBL: point on bottom-left convex corner of fileld with

no-slip

o

VEXWTL: point on top-left convex corner of field with no-slip

or

VEXWTR: point on top-~right convex corner of field with no-slip

VEXWBR: point on bottom-right convex corner of field with
no-slip '

- |

With the "W" in the preceding eight types replaced by "S," the reference

is to a slip boundary.

10



9, Point notation,

integer and is assigned a number.

are also grouped as follows:

WALB@T=1
WALLEF=2
WALT@P=3
WALRIT=4

VEXWEL=9

VEXWIL=10
VEXWIR=11
VEXWBR=12

CAVSBL=17
CAVSTL=18
CAVSTR=19
CAVSBR=20

INB@T=26
INLEF=27
INT@P=28
INRIT=29

SURBAT=34
SURLEF=35
SURT@P=36
SURRIT=37

WALL=4

WALVEX=12

SLICAV=20

INLET=29

SURF=37

CAVWBL=5
CAVWTL=6
CAVWTR=7
CAVWBR=8

SLIB¢T=13
SLILEF=14
SLIT@P=15
SLIRIT=16

VEXSBL¥21
VEXSTL=22
VEXSTR=23
VEXSBR=24

GUTBGT=30
@UTLEF=31
PUTT@PP=32

@UTRIT=33

Each of the point type names is made an
Thus @UT=0, FIELD=25, etc, The types

WALCAV=8

SLIP=16

SLIVEX=24

PUTLET=33

Then if a point type is >@UT and <WALL, the point must be on one of the

no-slip walls,

Similarly, if a point type is > FIELD and <INLET, the

point must be on an inlet, etc.

11



PART III: NOTATION

10. FORTRAN variables and parameters are identified below, with
the corresponding algebraic quantities in the equations of Thompson and
Bernard (1985) shown in parentheses. The array dimensions are also
given in parentheses for each type of array.

Main flow variable field arrays (0:IDIM,0:JDIM)*

VELX

: x and y velocity components (u,v)
VELY
PRES: difference between true pressure and hydrostatic
pressure (P)
TEMP: temperature (T)
QWAL: boundary heat transfer (qwall)
Additional flow variable field arrays (0:IDIM,0:JDIM)

URQLD: E% [.'Z(pu)n—1 - %-(pu)n_z] stored quantity from pre-

vious time steps for second-order time differencing

E%—Bpu)nul] stored from previous time step for first-order time

differencing
VRPLD: as URPLD, with u replaced by v

RPLD: as URPLD, with u replaced by 1 and J/At omitted
ERfLD: as URPLD, with u replaced by energy e

UACC: x-momentum equation acceleration parameter

VACC: y-momemtum equation acceleration parameter

TACC: energy equation acceleration parameter

TYPE: point type

STAT: hydrostatic pressure with constant density RH@REF (pH)
WIDE: width (B)

* This format makes the array dimensions IDIM+l , JDIM+l .

12



ENGY: energy (e)
DIVEL: divergence of velocity (Y'g)
CMAS@: mass residual
CMAS: as URQLD, with u replaced by mass residual, and J
replaced by JZB(JDt)
Coordinate arrays. (0:ICIM,0:JCIM)
XCgR
: cartesian coordinates (x,y)
YCOR
SIDE: point type array LSLIT of the coordinate code WESC@R
Eddy viscosity
CART: artificial viscosity (J_I}_l_)
B
RICH: Richardson number for turbulent eddy viscosity (Ri)
TURH@R: selector for horizontal turbulent eddy viscosity
TURBUL: turbulence indicator
CPFHPR: specified uniform horizontal turbulent eddy viscosity
@)
TURVER: selector for vertical turbulent eddy viscosity
CQFVER: specified uniform vertical turbulent eddy viscosity
@,,)
Run control parameters
STPRIT: first time step to be stored; later, next step to be
stored
START: indicates type of start
STPINT: interval between stored time steps
ITERS: maximum number of iterations allowed
PARC@N: accepts partial convergence
STEPS: number of time steps to be run
STEP: time step number on file

i3



Iteration tolerances
UTPL
VT@L

iteration error tolerances for u, v , P, T
PT@L -

TTGL

UN@RM: diteration error norm for x-momentum equation ([lAu||)
VN@RM: iteration error norm for y-momentum equation (IlAvl])
PN@PRM: iteration error norm for pressure equation (|[AP||)
TN@RM: iteration error norm for emergy equation (||AT||)

(IUN@RM, JUNPRM) : location of maximum x-momentum iteratjion error
(substitute VN@RM, etc., for other norms)

Indices

D,#D: diagonal and off-diagonal elements of stress and heat
transfer terms

IMAX
field extent
JMAX

(1,J7): indices of calculation point
(I1,JJ): indices for coordinate arrays corresponding to (I,J)

Solution options

ENEREQ: allows energy equation to be deleted

TIMFAC(TIM@PRD,L): coefficients in time-derivative for order
TIMPRD :

Af -1 2

—_—= TIMFAC(TIM(DRD,I)fn + TIMFAC (TIM@RD,2)f "

+ TIMFAC(TIM@RD,3)f ™
at At

CAVFAC{CAV@RD,L): coefficients in extrapclation at concave
corners for order CAV@RD

3 4

£y © CAVFAC(CAV@RD,1)* (£, + f3) + CAVFAC(CAV@RD,2)*(f; + £,)

14



C@NVEC: selector for convective differences

TIM@RD: time derivative order

CAVPRD: concave corner extrapolation order

FLPBAL: activator for flow balance
FL@W: activator for inflow or outflow
STRAT: selector for initial stratification

ISTRAT: £-line defining dinitial stratification
RH@S: table of density defining initial stratification
TEMS: temperature table defining initial stratification
ELEV: elevation table defining initial stratification

Acceleration parameters

UACTOL
iteration error tolerances for variable acceleration
VACT@L. .
parameters for v, v , T , respectively
TACT@L
bl
CPsI COS TrivEl
used in calculation of variable accel-
eration parameters
m
c@sJ cos TMAXAT

BACC: boundary temperature acceleration patrameter
PACC: pressure acceleration parameter

VELACC: switch for variable acceleration parameter for
momentum equations

TEMACC: switch for variable acceleration parameter for energy

equation

VELXAC

VELYAC L& 2 Vo T acceleration parameters, respectively,
when variable parameters are not calculated

TEMPAC B

PRESAC: pressure acceleration parameter (input value)
BPUNAC: boundary temperature acceleration parameter

Solutijion quantities

RHPREF: reference density used for calculation of hydrostatic
pressure (po)

GX

gravity vector (gl’gZ)
GY

15



FLOIN:
FLP@UT :
DELTAT:
VELREF
TEMREF
PREREF

GRAX
GRAY
UGEN
VGEN
PGEN
TGEN
WGEN

total inlet flow rate

total outlet flow rate

time step (At)

reference values of (u,v) , T, p , respectively

}gravity

general
tively,

(IREF,JREF):

(XREF,YREF) :

GRAC:

Qutput options

VUNITS
PUNITS
TUNITS
CUNITS:
EXT@UT :
MAP@UT:
MAP(5):
RITHUT:
RITERR:
RITINT:

LABEL:
- ACCPRT:

RITEXT:

output

output
switch

switch

unit wvector

values for v, v, P, T, B , respec-
over entire field

location of PREREF, reference pressure for
calculation of hydrostatic pressure

acceleration of gravity

units for (u,v) , P, and T , respectively

units for time
for output of field extrema

for output of field maps

field maps desired

switch
switch
switch
output

switch

for printed output of field at selected steps
for printed cutput of iteration error norms
for printed output of initial field solution
label

for printed output concerning variable

acceleration parameters

switch

for printed output of outlet variables

16



Computation

gite arrays (25)

U
v

P

T

RH¢
RHGU
RHGV
RHQE
ENERGY
MU

KC

Q
POINT
S11

S11BAR

Ql
Q1BAR

DSXI
DSET

UXXT
UYXI

UXET
UYET

UBAR
VBAR

X1
YXI

u
v
P
T
e
pu
ov
pe
e

u

K

heat source flux

point type
911° etc.
511, ete,
qqs etc.

El, etc,

(2)

ux

uy

(25,2) second index refers to
diagonal (1) or off-

(25,2) diagonal (2)

(25,2)

(25,2)

2 . ;
@ stress terms in momentum equation, conduction
terms In energy equation

etc. for v “eay T o--; P ...

ux

Hoodr g\t

“ Mo

17



XET =x

YET vy

JCB J =x - X
Eyn nyE

ALPHA o = x 2 + y 2

GAMMA

-
It

xg2 + YE2

INFCEN,JNFCEN index increments for neighboring solution points
INSCEN,JNSCEN index increments for neighboring coordinate points
Q heat flux (q)

Other variables

D11,D22 horizontal and vertical eddy viscosity (Dll’DZZ)
Cl1,C22 horizontal and vertical eddy conductivity (Cl’CZ)
MASDEF mass residual (D)

FLPRAT ratio of inlet to outlet flow rate before balance
correction

PTYT full pressure (p)
AJAC Jacobian (J)

UACMIN,UACMAX, wminimum, maximum, and average acceleration parameter
TACAVG for velocity (ete, for V and T )

VAN@RM iteration error norm for x~velocity acceleration
parameter (etc. for V and T )

@VLEX

@VELY

JTEMP previous time step values of v, v, T, e, D
respectively

@ENGY

PCMAS

NPT total number of field points
TIME time (t)
TIM time in output units (t)
MU11,MU22 viscosity inecluding turbulence (u + lel,u + pD22)
MU1122 average of MULl and MU22

18



KCl11,KC22

DPXI,DPET
UCPLD, VGILD
XXID

XETD

RH@B

DEPTH
HEIGHT
FULDEP

VELC

VELH@R, VELVER

HORCEL, VERCEL
RH@PVER
DMXI,DMET

DMXIC,DMETC

EMASDEF

CENFAC

UTEMP
XXID
XETD

ALFA
GAMA
BETA
DELT

conductivity including turbulence

K K
(k +p " CI,K 4+ p m C)

pressure terms in momentum equations
velocity values at previous iterate
X
£
X
n
pB
depth to computation site below top (d)
height of computation site above bottom (h)
top-to-bottom distance (dO)

velocity magnitude at computation site (]g[) (etc.
for N, 5§ ,E , W)

horizontal and vertical derivatives of velocity
magnitude (lg!x, |g|y)

horizontal and vertical cell width (Ax,A4y)
vertical derivative of density (Oy)

£ and 1N convective flux terms (pBfu and pBfv)
(Suffix C indicates coefficient of value of f at
computation site., Entire term is DMXI + DMXIC*fc,
etc.)

mass residual correction term {zZero for nonconserva-
tive convective terms, equal to MASDEF for comserva-
tive terms)

total coefficient of central value factored from all
terms

intermediate x-velocity value {etc. for v , P,
Xg
{etc. for Y )
n

o
Y

= +
B=xgx, vy,
XEYn + e

19
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XXIXT

XETET
XXIET
DDX

DDXX

DDXY

DDYX

DDYY

DDXYX

DDXYY
UXT
UET

UX

Uy
BRXI
BRET
BRXIXT
BRETET
ERXIET
BRX
BRY
BRXX
BRYY
BRXY
BRTXI
BRTET
BRTX

§¢

{(etc., for Y )

X
nn
xin
ox - 28x + yx

EE En nn

DDXX
DDXY
DDYX
DDYY
DDXYX

DDXYY

un {ete, for v, B, P)
Ju
X
Ju
y
(Bp)g
(Bo)n
(Bp)EE
(Bp)nn
(Bp)En
J(Bp)
J(Bp)y
(Bp ) XX
(Bp)yy
(Bp)
(Bpt)E ‘
(Bpt)n
J(Bpt)x

20



BRTY J(Bp,)
DXI (g-g)E

y

DET (7-w)_
DXIXI .
(T

DETET (V.u)
~ ~nn
DX1ET (V-u)
~ ~&n
DX J(V-u)_
DY J(F-wy
DLAP J?Y2(V.u)

UXIXI u
£g

UETET u
m (ete, for V)
UXIET u

En
ULAP  J2y34
DVEL JV-u

ub
RUXI (3“ £

ub
RUET (J )n

uD\.
RUX J 3“)
X

{vD
RVY I3 )
¥

RHS BJ?v?p

ARTVC artificial viscosity(FART* l%l)

ARTCC artificial conduc;ivity(?ART* ﬁ l%l)

21



3 (Bu )

DISP viscous dissipation terml\Jo_, _—
ij %,
J
9(Bu,)
DILT volume dilation term Jp .
3

22



PART IV: OPERATION
11. The code starts by reading the namelist BEGIN, which contains
a flag START which indicates an initial start, a continuation of a

partially converged iteration, or a continuation of time steps,

Initial Start

12. For an original start, the namelist PARAM is read next, and
subroutine SETVAL is called to read the remainder of the input. This
subroutine first reads the label, the extent of the coordinate arrays
(IMAXC,IMAXC), and the coordinate point type array (SIDE, the LSLIT of
WESCPR) from the output of the ccordinate system code WESCPR. The
extent of the field arrays (IMAX,JMAX) is then calculated, and the field
point type array TYPE is initialized to @UT. For free field points,
i.e., points in the flow field and not on a boundary, TYPE is then set
to FIELD, and for points on any boundary, TYPE is set to the default,
WALL, indicating a no-slip boundary. The coordinate system is then read
from the output of WESCPR into the coordinate arrays XCPR and YC@R.

13. The boundary types are designated next by input as follows.
For each boundary segment (outer or ohstacle) that is not to be no-slip,
namelist INPUT is read specifying the boundary type (INLET, OUTLET,
SURFACE, or SLIP) and the indices, (I1,J1) and (I2,J2), of the segment
ends. All points on that segment are then set to this type in TYPE.
Points on all boundary segments not designated otherwise by input are
typed no-slip by default, as noted above, except that it is also pos-
sible to change this default to slip by the input. After all of the
boundary designations have been read, the code determines if the seg-
ments are hottom, left, right, or top relative to the free field, and
locates concave and convex cormers, placing the appropriate type classi-
fication in TYPE for each boundary point.

14, The field arrays for velocity, pressure, temperature, energy,

width, and wall heat transfer (VELX, VELY, PRES, TEMP, ENGY, WIDE, and
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QUAL) are initialized to the default values. The general field values
and the reference pressure and position then may be changed from the
default values by a read of the namelist INPUT for each quantity to be
changed., Units are read with the values, and the code converts all
quantities to metric., The units of the coordinate system must be
identified, or metres will be used, and the time step is set. Boundary
values on any boundary segment are then specified by a read of the name-
list INPUT identifying the segment, the quantity to be specified, the
values, and the units. The general field values remain on any boundary
segment that is not changed in this manner, Initial density (or tempera-
ture) stratification may be specified either on a designated f~line or
with an input table of density (or temperature) versus elevation.

15. Specification of temperature on a boundary segment causes that
segmént to operate with a fixed temperature. Specification of heat
transfer on a segment causes it to operate with that heat transfer. No
specification causes a segment to operate as an adiabatic wall.

16, Subroutine SETVAL then completes its setup of the field and
boundaries by calculating the components of the gravity vector, the
reference values and their locations, the hydrostatic pressure, and the
energy for all points, and by initializing the acceleration parameter
arrays to the default values. The reference velocity is the square root
of the sum of the squares of the maximum magnitudes of the components on
the field and boundary. The reference temperature and density are the
general values on the field. The reference pressure and the reference
position are items previously input with the general values. Hydro-
static pressure is calculated with the initial density distribution by
integrating from the reference position, where the full pressure is
equal to the reference pressure, with constant density equal to the
reference density.

17. The main program then initializes the rest of the field
arrays, setting the velocity divergence, DIVEL, and the mass residual
terms, CMAS and CMAS§ , to zero, and setting the previous time flow
variables to the initial values. The initial solution is then printed

if desired, completing the initialization of an original start.
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Continued Iteration Start

18. 1If the start is to be made from a partially converged solu-
tion, the read of namelist BEGIN is followed by a read of the partially
converged solution from file 13. A read of the namelist PARAM, so that
parameters can be changed if desired, then completes the setup for con-

tinuation of the iterationm,.

Continued Time Steps Start

19, Finally, if the start is to begin from the solution at some
previous time, the read of namelist BEGIN is followed by a read of the
solution at this time from file 13, Namelist PARAM is then read, com-—

pleting the setup for continuation of the time steps.

Setup for Time Step

20. After any of these three possible starting modes, the conver-
gence tolerances for velocity, pressure, and temperature are calculated
from the reference values. These tolerances are calculated by multiply-
ing the input tolerances by the corresponding reference values, except
that the pressure tolerance is based on the maximum of the reference
pressure and the dynamic pressure sz , calculated from the referemce
density and velocity. The reference values and tolerances are then
printed, and the code is then ready to proceed with the time steps. If
the step is the first time step from an initial start, the code elects
first—order time difference expressions regardless of the input speci-
fication of the order. The input specification is used at all subse-
quent time steps.

21, If the start is not from a partially converged solution,
before proceeding with the calculation for the solution at t + At , the
current values of velocity, temperature, energy, and the mass residual

term CMAS¢$ at t are written in the corresponding field arrays,
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@VELX, ¢VELY, @TEMP, @ENGY, and @#CMAS. The inhomogeneous terms (URQLD,
VR@LD, ERGLD, RPLD) and the mass residual term CMAS are calculated for
each FIELD point. If nonconservative convective differences are used,
the density is omitted from UR@LD, VRALD, ERYLD, and R@LD. This com-—
pletes the setup for the calculation of the solution at the new time

step.

Iteration

Boundaries update

22. The iteration then proceeds. At each iteration, the norms are
zerded, all of the boundary values are updated, and then all of the
field values are updated. In each case the updated values replace the
current values in the arrays as they are calculated, in accordance with
Gauss-Seidel iteration. Values on no-slip or slip boundaries are up-
dated by calling subroutine WALLS from the appropriate entry point,
B@TT@M, T@P, LEFT, or RIGHT, relative to the free field. (Note that a
point on the top of an obstacle calls B#TT@PM, etc.) Concave and convex
corners, whether no-slip or slip, are treated by calling the subroutines
CAVC@R and VEXC@R, respectively. Inlet, outlet, and surface points are
updated by calling subroutine INFL$, @UTFL@, or SRFACE, respectively.
The energy (ENGY) is calculated from the temperature at all of the
boundary points. Consequently, this routime is called through the
appropriate entry point, after each call to INFL@, QUTFL@, or SRFACE.
After the complete boundary updafe, the normal velocity components on
all outlets or inlets may be adjusted so that the total outflow exactly
equals the total inflow by calling subroutine BAL@UT or BALIN.

Field update

23. The updating of the field values is done by a call to DIFFEQ
at each FIELD point. After the field has been updated, the error norms
are checked for convergence to the specified tolerances. If convergence
has been attained, then the previous time step values are retrieved, and

the solution is written on the restart file 1l1. The solution is then
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printed and stored on the solution file 12 if the current time step is
designated for output. The solution then proceeds to the next time step
unless the prescribed number of steps has been executed, in which case
the solution stops.
Completion

24, T1f the maximum number of iterations allowed is reached without
convergence, there are two possible alternatives. If the input has so
specified, the code will interpret this as convergence and proceed with
the output and continue to the next time step as above. Otherwise, the
partially converged solution is written on the restart file 1. The
values at the previcus time step are retrieved and written also. In

this case, the solution stops,
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PART V: SUBROUTINES

BLUCK Data

25. This data set contains the default values,

Subroutine AITKEN

26. This subroutine produces a new iteration for a Newton-Raphson

iterative solution of a nonlinear equation.

Subroutine CAVCER

27. This subroutine calculates the temperature on a concave corner
by linear or quadratic extrapolation along the two sides forming the

corner.

Subroutine DIFFEQ

28. This subroutine calculates the values of the pressure, temper-
ature, and velocity components at each FIELD point. The routine first
places the appropriate values of the coordinates of the points surround-
ing the point of calculation in the arrays X and Y. The coordinate
derivatives (XXI, etc.) are then calculated where needed and, from
these, the Jacobian and o and y are calculated, Next, the width,
velocity, temperature, energy, and pressure are placed where needed.

The density is calculated from the temperature.

29. The viscosity, the turbulent eddy viscosity, and the artifi-
cial viscosity (if used) are then calculated where needed. The viscos-—
ity is calculated directly from the temperature. The turbulent eddy
viscosity may be an input constant or may be calculated from either of
two models. The artificial viscosity is calculated from the mass
residual. The quantities u and v , the contravariant velocity compo-

nents, are the calculated and the mass residual is evaluated.
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30. The routine then calls subroutines CH@RIN, THERM@, and M@MENT
to calcﬁlate the pressure, temperature, and velocity, respectively.
Pressure

31. Subroutine CHPRIN calculates updated pressure via the Chorin
scheme (Thompson and Bernard 1985). The routine first evaluates the
mass residual using first-order ome-sided differences., The new pressure
is set equal to the old pressure, minus the mass residual multiplied by
the pressure acceleration parameter and the geometric coefficient
derived in Thompson and Bernard (1985). The change from the previous
iteration is noted, and the new pressure is placed in the pressure field
array PRES. This routine is called before and after calling M¢MENT, in
crder to improve convergence,

Temperature L

32. Subroutine THERM@ updates the temperature from the energy equa-
tion, (There is an input provision for skipping this routine if the
density is to be held constant.) This routine first calculates the con-
ductivity from the temperature where needed and then evaluates the tur-
bulent eddy thermal diffusivity and the artificial conductivity (if
used) from the eddy and artificial viscosities calculated above. The
heat conduction terms are then evaluated, with terms containing the
temperature at the update point being identified as diagonal terms and
the remaining terms as off-diagonal terms by the indices D and @D ,
respectively. Finally, the energy flux terms are evaluated, using a
choice of central, upwind, or ZIP differences (Thompson and Bernard
1985), isolating any terms containing the energy at the update point.
Second-order central differences are used for all derivatives except for
upwind convective terms, which are first-order,

33. The new temperature at the update point is then calculated
through a false position iteration, since the time derivative and pos-
sibly the energy flux terms contain the energy at the update point,
while the conduction terms contain the temperature at this point. This
Newton~Raphson iteration is done by using subroutine AITKEN. If vari-

able acceleration parameters are being used, this parameter is updated
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by cailing subroutine TEMAC after the iteration for the tempefature at
the update point has converged. The temperature is then updated, the
change from the previous iteration is noted, the new temperature is
placed in the temperature fiéld array, TEMP, and the new energy is cal-
culated from the new temperature.
Velocity

34. Subroutine M@MENT calculates the velocity components from the
momentum equations. The routine first evaluates the stress terms, iden-
tifying the terms containing the velocity at the update point as diago-
nal terms (index D) and the remainder as off-diagonal terms (index @Dy,
The momentum flux terms are then evaluated using a choice of central,
upwind, or ZIP differences, again identifying terms containing the
velocity at the update point. The pressure terms are then evalﬁated.
Second-order central differences are used for all deriviatives except
for pressure gradients and upwind convective terms. The new velocity is
calculated, with all terms involving the component being evaluated at
the update point factored together, The mass reéiduél correction term
uD is omitted if nonconservative convective differences are used. If
variable acceleration parameters are to be used, subroutine VELAC is
then called to update this parameter. The new velocity is then calcu-
lated. The change from the previous iteration is noted, and the new

velocity is placed in the veleocity field arrays, VELX and VELY.

Subroutine INFL@

35. This subroutine calculates the temperature of an inlet by set-
ting the value equal to the adjacent value inside the field. If FL@W is
input as '@UTFL@W,' the inlet velocity is extrapolated in the same way.
The routine also calculates the mass flow rate into the inlet by summing
the product of the appropriate contravariant velocity component and the

~

density.
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Subroutine MAPS

36. This subroutine prints maps of various field quantities for

inspection.

MAP:

These may be elected by the input parameters in the array

Point type map--shows the type for each point, i.e.,
field, inlet, outlet, etc,

Velocity map~-shows interval contours of the velocity
magnitude by assigning a different number from 0 to 9 to
each point, depending on the ratio of the velocity from
the minimum value on the field to the difference between
the maximum and minimum values on the field. Intervals of
0.1 from 0.0 to 1.0 are indicated by the numbers (-9,

Temperature map--shows interval contours of the tempera-
ture in the same manner as described above for the
velocity.

Pressure map--shows interval contours of the difference
between the pressure and the hydrostatic pressure, as for
the velocity.

Density map~-shows interval contours of the density, as
for the velocity,

Subroutine @UTFLQ

37. This subroutine calculates the temperature of an outlet by

setting the value equal to the adjacent value inside the field. TIf FLW

is input as '"INFL@W,' the outlet velocity is extrapolated in the same

way.

The routine also calculates the mass flow rate out of the outlet

in the manner described above for INFL@.

Subroutine SETVAL

38. This subroutine reads the input and sets up the initial field

as described above.
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Subroutine SRFACE

39, This subroutine calculates the velocity components and the
temperature on a simulated free surface (without movement of the sur-
face) by setting these values equal to the values at the adjacent points

inside the field.

Subroutine TEMAC

40. This subroutine calculates the locally optimum acceleration
parameter for the energy equation. This parameter depends on the local
convective and diffusive terms, and underrelaxation is used unless dif-
fusion dominates in both directions., The change from the values at the
previous iteration is noted, and the new value is placed in the field

array TACC.

Subroutine VELAC

41, This subroutine calculates the locally optimum acceleration
parameters for the momentum equations. This parameter depends on the
local convective and diffusive terms, and underrelaxation is used unless
diffusion dominates in both directions. The change from the values at
the previous iteration is noted, and the new values are placed in the

field arrays, UACC and VACC.

Subroutine VEXC@R

42, This subroutine calculates the temperature and velocity compo-
nents at a convex corner, This is done by calling subroutine WALLS,
with the appropriate entry point, for each of the two sides forming the

corner, and then averaging the results,
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Subroutine WALLS

43, This subroutine calculates the temperature and pressure on
no~slip and slip boundaries. It also evaluates the slip velocity on
slip boundaries, There are four entry points for boundaries on the
BYTTYM, TPP, LEFT, or RIGHT relative to the free field. Nofe that the
top of an obstacle and the bottom of the entire region are classified as
BOTTOM.

44. The routine first places the coordinates of neighboring points
in the arrays X and Y and calculates the coordinate derivatives. The
values of all quantities needed at the surrcunding points are placed in
the appropriate arrays, and the derivatives are evaluated using second-
order central differences in the field and along the boundary, except at
corners where first-order one-sided differences are used. Suchwone-
sided differences are also used for derivatives coming off the wall,

45, After the heat conduction terms are evaluated, either the new
temperature is calculated from the specified wall heat transfer or the
wall heat transfer is calculated from the specified wall temperature,
The wall pressure is evaluated by subroutine CHPRIN. If the boundary is
a slip boundary, then the new velocity components are calculated with
the vorticity and normal velocity set to zero.

46, The new temperature and velocity components are calculated
using a specified uniform acceleration parameter, the change from the
previous iteration is noted, and the new values are placed in the field

arrays.

Subroutine XTREMA

47. This subroutine calculates and prints the extrema of the

velocity, temperature, and pressure.
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Subrourine BAL@UT

48. This subroutine adjusts the velocities on all the outlets to
balance the inlet and cutlet flow rates, This is done by multiplying
the velocity normal to the outlets by the ratio of the inlet flow rate
to the outlet flow rate. New velocities are then calculated (for out-
lets only) using the adjusted normal velocity and the unchanged tangen-

tial velocity., Use of this routine is an input option,

Subroutine BALIN

49, This subroutine is the same as BAL$UT, but is applied to in-

lets instead of outlets, TUse of this routine is an input option,
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PART VI: PLOT CODES
50. These codes, called VECT@R and CONTUR, respectively, plot
velocity vectors at each point or selected points in the field, and the

contours of density, temperature, and pressure.

Contour Plots (C@NTUR)

51. The contour plots are dome as described below. The code was
written by Thompson, but the description is taken from Thames (1975).

Determination of
contours in the £,n plane

52, Let ¢ = ¢(£,n) be a function defined in the region D%
possessing continuous second derivatives. Since D* is closed and
bounded, let m(¢) = min {¢(£,n) | [&,n)e D*} and M(¢) =
max {¢(£,n) | £,mle D*} . If © is a number such that m(¢) < @ <
M(¢) , then we define the ¢-contour of ¢(&,n), CT(Q) ., as the set

(@) = {[&,n] | [£,n]e D* and ¢(&,n) = o}

Graphically, CT(¢) is the curve created by the intersection of the
graph of ¢(£,n) and the plane ¢(f,n} = ¢ . For plotting convenience,
the curve is usually projected onto the (&,n) plane. These ideas are
illustrated in Figure 3.

53. Now suppose that ¢(£,n) is known only in a discrete fashion,
That is, let the net function ¢ = ¢(£i,nj) be known on the discrete

i,j

set D*% = {[Ei,nj] I Ei = di-1 for 1 < i < IMAX and nj = j-1 for
1 < j < JMAX} . (The fact that ¢i i may only be an approximation to
2

$(£,n) is immaterial to the current discussion.) If similar defini-
tions for mf¢) and M($) are made for ¢i 3 on the set D%* | then

3
the &-contour of ¢i 0 denoted CT(¢) again, can be defined as
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Cp (@) = ([ 5] | o <&y 5_IM§x-1; 0.< n, < JMAX-1;

0(Epomy) = @5 k=1,2,...,N; N > 2}

Figure 3. Contour - & of ¢{(&,n)

The bars over gk,nk , and ¢ are to indicate that [Eﬁ,ﬁk] may not
be an element of D** and that 4 dis not necessarily one of the values
of the net function ¢i,j +. The discrete representation is shown in
Figure 4.

54. Numerically, the import of the above discussion is that
interpolation between the points of the discrete set D*% is required
to determine CT(®) . Consider a portion of grid D** as shown in

Figure 5a where 1 < Il < I2 < IMAX and 1 < J1 < J2 < JMAX . Each
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Figure 4. Contour of ¢(Ei,nj)

(m,nbl) {m+1l,n+1)
3=J2
1 > 1-m
e
m,n
3=J1 ! 1
i=I1 i=12 {m,n) Em,n {m+1,n)
a, Portion of grid D*# b. Block (m,n)

Figure 5. Sample grid in set D##
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grid block is labeled by the (i,j) coordinates of the lower left-hand
corner of the block. Block (m,n) is shown on a larger scale in
Figure 5b.

55. 1In order to improve the plotted resolution, consider subdividing
each block into four triangles, as shown. The value of ¢ at (m + %,

n + %) iz taken as the four-point average

¢m + i,n + % = (¢m,n + ql)m+1,n + ¢m,n+1 + ¢m+1,n+l)/4

A local ({,n) coordinate is affixed to each grid block as demonstrated in
Figure 5b. In order to standardize the interpolation procedures, a local
(gsu) coordinate system is also placed on each of the subtriangles as

illustrated in the series of drawings given in Figure 6.

o L3

g ’n,r;l Ep

Figure 6. Local coordinate systems for triangles

56. Interpolation is carried out on each of the four triangles for
each grid block in the segment (Il < i < I2, Jl < j < J2) of the set D%
specified. In particular, interpolation is performed along each of the
three sides of each of the triangles if the comntour value ¢ 1lies
between the values at the ends of the sides. Let d' be the directed
distance from a given triangle vertex to the point on the triangle side
where the contour intersects that side (denoted by CSD). This distance
1s illustrated in Figure 5b for triangle (:) and is defined in an
analagous manner for the other triangles. If ¢,  is the value of ¢

1 i,]

at a particular triangle vertex and @2 is the value of ¢i i at the
b

other end of the side, then d' may be expressed as
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d' = (side length) (& - ¢1)/(¢2 - @1)

4

For example, along side 1-2 of triangle (:), d' is given by

' = - -
d1—2 (1.0) (s ¢m+l,n)/(¢m,n ¢m+1,n)
57. DNoting that the sides of the triangle have lengths 1.0, 1.0/V/2,
and 1.0//2, the contour intersection can be expressed in the local

triangle coordinates as

Side ) )
1-2 1-d 0
2-3 d/2 d/2
3-1 (1+d)/2 (1-d) /2

where d = (¢ - @1)/(®2 - @1) and where & = 1, 2, 3, or 4 denotes the
triangle number.

58. Once the contour intersections have been determined in the
local triangle coordinates (gz’“z)’ they must be transformed to the grid
block coordinates (Em,n’nm,n)' This is done in the conventional fashion
using orthogonal rotation matrices. If [cg,p,ug’p] are the coordinates
of an intersection in triangle i , then

(g ) 4

m,n” £,p Lsp

It
g

(n, ) U

L MNT L,P LsP
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where

1 0 0 1
AE o 1|t B4 oo

-1 0 0 -1
A3%lo-1| MEl1 o0

Note that up to three contour intersections can occur for each triangle
(i.e., one on each side). Finally, the point {(Em,n)z,p’ (nm,n)g,p] is
transformed to (£,n) coordinates by a simple linear transformation pro-
ducing an element[zk, ;%] of the set CT(Q)

Transformation to the physical plane

59. Since contours in the (f,n) plane are of little interest,
CT(Q) must be transformed to the physical plane, This is made possible
through the use of the coordinate transformation functions x(gi,nj)
and y(gi,nj) . Again, interpolatign is required since almost all ele-
ments of CT(é) are not elements of D** on which the discrete func-
ions x(gi,nj) and y(gi,nj) are defined. As illustrated in Figure 7,
this implies a double linear interpolation must be performed., If
fgk, ﬁk] denotes an element of CT(Q) , the first step is to locate the
¢ and n values bracketing Ek and'ﬁk . Denoting these by Eir Equ1

as shown in the figure, the values of x and Vi are

and nj, n. K

j+1
calculated as follows:

x, = (g =~ nj)(Xj+1 ~ Xj)/(nj__,_1 - nj) * X



where

LT 7777

£
Figure 7, Interpolation for x and y

Vectors (VECT@R)

60. The velocity vectors are formed by simply drawing a line from
each point, the length of which is proportional to the velocity magni-
tude and the orientation is that of the velocity vector. An arrowhead

is added to the tip of the line,

41



REFERENCES

Thames, F. C, 1975, "Numerical Solution of the Incompressible
Navier-Stokes Equations About Arbitrary Two-Dimensional Bodies,” Ph. D.
Digsertation, Mississippi State University, Mississippi State, Miss.

Thompson, J. F. 1983. "A Boundary-~Fitted Coordinate Code for General
Two-Dimensional Regions with Obstacles and Boundary Intrusions," Tech-
nical Report E-83~8, US Army Engineer Waterways Experiment Station,
Vicksburg, Miss.

Thompson, J. F., and Bernard, R. S. 1985. "Numerical Modeling of
Two-Dimensional Width-Averaged Flows Using Boundary-Fitted Coordinate
Systems," Technical Report E-85-9, US Army Engineer Waterways Experiment
Station, Vicksburg, Miss.

42




APPENDIX A: WESSEL INPUT INSTRUCTIONS

WESSEL Input Instructions

AR R KK ROROK KR K OK R R KRR OKOKOR R 0K KK ORI R OOR R R AOR O ROR R JOR EOOR R R R R KRk
i*********#**##******* WE S 8 E L sxkxkkikiiiokooobioiionkionkeoker ki ek
:********m**x***&****x*x*x*x*x***xmxm****x#x#x*x*x#xxtx#x*x#**m*xm***m*
:* INFUT INSTRUCTIONS XROKIOKHORERAOR K HORK KKK K HO0R AR AR AR OO R OO Rk X

¥

AR R KK K KK KK KOK HOK KK K OK OKOR 0K 30K 30K R OR 0k 80K OKOR MR ORSORMOROOKOK 3K ORSOROR KRN0 R KK

FILES % FOR CONTINUATION OF TIME STEFSy OR CONTINUATION OF 1TERATION
OM A PARTIALLY CONVERGED TIME STEF»> THE INITIAL SOLUTION IS
READ FROM UNIT 13 UNFORMATTED,

THE LAST TIME STEF» DR A& PARTIALLY CONVERGEL TIME S1EFs IS
WRETTEN OM UNILT 11 UNFURMATTED FOR RESTARY.

THE TIME STEPS SELECTED FOR STORAGE ARE WRITTEN UNFORMATTYEDR
ON UNIT 12,

COORDINATE SYSTEM IS READ UNFORMATTEDR FROM UNLIT 10.
(AS WRITTEN BY CORE “WESCOR’ )

HRR ORI RO KRR R KRR ROR KRR KRR R R KOO OO R R X Rk KR K

INFUT % {(QUANTITIES NOT INLHICATED OTHERWISE ARE FLOATING FOINT.)

I I I NI W I I I MK M I MK I I K

¥k MAMELIST $REGIN X%

START -~ START SELECTOR Z
FINITIALY % INITIAL START.
TNEXT % START FROM CONVERGED TIWE STEPR.
‘RESTART % CONTINUE ITERATION ON PARYIALLY CONVERGED TIME STEF.

26 I M I W I I

¥dkk NAMELIST $FARAM X%

*

X NAMELIST ITEMS % (ANY ORDER, OMISSIONS ALLOWER)

* (DEFAULT VALUES IN PARATHENSES AT END)

*

* FLOW - SELECTOR FOR FLOW SPECIFICATION. {(7INOUY‘ 3

X SFINFLOWS 7% INFLOW SPECIFIED.

X ‘OUTFLOWY % OUTFLOW SFECIFIED.

¥ SINOUT INFLOW AMD DUTFLOW SPECLFIED.

*

X ENEREQ - SELECTOR FUR EMERGY EQUATION. ('YES” OR 'ND7J. {("YES')
X (NG’ OMITS ENERGY EQUATEON: KEEFING UMNIFURM TEMFERATURE)
h 8

X FPARCON — ACCEFTOR FOR FPARTIAL CONVERGENCE. {(FYEST OR “NO7) . {(“NU‘)
* (‘YES’ ACCEPTYS PARTIAL CONVERGENCE AT MAXIMUN NUMBER OF 2
X ( ITERATIGNS AND PROCEEDS TO NEXT TIME STEP. )
X

X STEFS -~ NUMBER OF TIME STEFS. (INTEGER). (1)

*

X STORIT - FIRST STEF TO RE SYORED. (INTEGER) . (1)
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M I I JE I I I I I I IE MW W I WP WM G F I IE W I I PN e W e M I W I NN I I S I P W I W2 MW N W KWW

STOINT - INTERVAL EETWEEN STORED STEFS. (INTEGER). (1)
{1 STORES EVERY STEFs 2 EVERY SECOMD STEFsy ETC.)

STRAT =~ SELECTOR FOR INITIAL STRATIFICATION. (“NONE’)
‘NOME‘ % NO STRATIFICATION,
‘LINE‘ % STRATIFICATION ACCORDIMG TO LENS1TY OR
TEMPERATURE INPUT ON XI-LIME [STRAT.
‘TABLE’ % STRATIFICATION ACCORDINMG T8 INFUT TABLE OF
DENSITY OR TEMFERATURE Y8 ELEVATION.

ISTRAT - XI-LINE DEFINING INITIAL STRATIFICATION WHEN
STRAT="LINE’. (1)
{IRRELEVANT IF STRAT='NONE’ OR 'TABLE’)

UTOL ~ CONVERGEMNCE TOLERANCE FOR X-VELOCITY. (1.E-4)
VTOL - Y-UELOCITY., (1.E-4)
PTOL - PRESSURE . (1:.E-4)
TTOL - TEMPERATURE, (1.E~4)

(FRACTIONS OF MAXIMUM VALUES)

UACTOL -~ CONVERGENCE TOLERANCE FOR X-MOMENTUM ACC.PARA. (1.E-4)

VACTOL -~ Y-MOMENTUM ACC.PARA, (1.E-4)
TACTOL - ENERGY ACC.FARA. (1.E-4)
VELXAC - ACCELERATION PARAMETER FOR X~MOMENTUM. (1.2
VELYAC - Y-MOMENTUN, (1.7
PRESAC - CHORIN PRESSURE EQ. (0.8}
TEMPAC - ENERGY . (142
BOUNAC - FROUNEARY TEMPERATURE. (1.2

VELACC - VARIABLE ACCELERATION PARAMETER ACTIVATOR FOR MOMENTUM. (.fTRUE.)
TEMACC - ENERGY . CTRUE LD
(LOGICAL). <(.TRUE. ACTIVATES VARIAELE FARKAMETEKS.:)

DELTAT - TIME STEP. (1.}

CUNITS - QUTPUT UNITS FOR TIME. (*BEC")
VUNITS ~ VELBCLTY, ('HMPs’)
PUNITS - FPRESSURE . (’PASCALE")
TUNITS - FTEMPERATURE. {’/K’)
(SEE LIST OF UNIT CHOICES RELOW. DEFAULT IS METRIC UNITS)
TIMOGRD - ORDER OF TIME DERIVATIVE. (1)
CAVORE - CORNER EXTRAFOLATION. (1)

(INTEGER», 1 OR 2 )
ITERE - MAXIMUM NUMBER OF ITERATIONS. (INTEGER). (13

GRAX - BRAVITY UNIT VECTOR X-COMFONENTY. { 0.3
GRAY - Y-COMPUNENT, (~1.)

EXTOUT - ACTIVATOR FOR OUTFUT OF FIELD EXTREMA. (‘NO‘)
MAPOUT - MAPS., (/NGO
(‘YES’ OR 7 NO‘)

RITINT - ACTIVATOR FOR PRINY OF INITIAL SOLUTION. ('RO7)

RITOUT - YIME STEP SOLUTION., (“NO7)
RITEXT - ’ SOLUTION ON ALL QUILETS. (/N0
RITERR - ITERATION NORMG. ("YES")
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(‘YES’ OR “NOD")

MAF{I} - ACTIVATORS FOR FIELD MAPS. (“NONE’)
TTYPEY Z POINT TYPE MaAPF.
‘VELOEITY” % VELOCITY HAF.

‘PRESG” % PRESSURE MaP.
‘TENMF’ % TEMPERATURE MAP.
‘DENS” A DENSITY MAP.

{’NONE’ GIVEE NO MAFS.)

CONVEC - SELECTOR FOR CONVECTIVE BERIVATIVES. (7UFWINDGT)

CONSERVATIVE Z “UPHNIND’ OR * CENTRAL‘ .
NON-CONSERVATIVE X ‘NONUF‘ OR ‘NONCEN' .
Aty iOCLEPC

IREFsJREF - INDICES OF ELEVATION REFERENCE. (1,1)

CART ~ COEFFICIENT IN ARTIFICIAL VISCOSITY. (0.}
(0.0 FOR NOMNE. NOMINAL NON-ZERD VALUE (S 1.0 )

TURHOR - SELECTOR FOR HORIZONTAL TURBULENCE. {/NUNE)
“NONE Z MO TURBULENUE.
‘CONSTANT® % UNIFCORM EDDY VISCOSITY = COFHOR.
‘ERINGERY Z EDINGER MUODEL.
FRENT % KENT MODEL.

TURVER - SELECTOR FOR VERTICAL TURBULENCEZ {(“NONE’)
‘NONE” % NO TURBULENCE.
‘CONSTANT’ % UNIFORM EDDY VISCOSITY = COFVER.
‘EDINGER’ X EDINGER MOBEL.
'KENT 4 KENY MODEL.

COFHOR - COEFFICIENT FOR HORIZONTAL TURRBULENCE. (1.)
(IRRELEVANT [F TURHUR NOT EQUAL ‘CONSTANTY)

COFVER - COEFFICIENT FOR VERTICAL TURBULENCE. (1.)
(IRRELEVANT TF TURVER NOT EQUAL ‘CONSTANT?)

FLOBAL ~ SELECTOR FOR FLOWRATE BRALANCE. ('YES® OR “NO7). (’NO")
WHEN FLOW='INFLOW’ THIE CAUSES ALL OUTLET NORMWAL VELCGCITIES TGO
BE MULTIFLIEDR BY RATIO OF ToTAL INLET FLOWRATE TO TOTAL OQUILET

FLOWRATE .,

WHEN FLOW=‘/0UTFLOW’ THIS CAUSBES ALL INLET NORMAL VELUCITIES TO
BE MULYTIPLIED RATIO OF YOVAL OUTLET FLOWRATE VU TOTAL INLET
FLOWRATE .,

WHEN FLOW=’INDUT‘ THIS OFTION IS IRRELEVANT.

ACCFPRT - SELECTOR FOR ACCELERATION PARAMETER PRINT. (‘'YEE” OR “N87).
%% BOUNDARY TYPE NAMELIST $INFUT X (ANY ORDER» OMISSIONS ALLOUED)
BREGIN WITH A NAMELIST ¢INPUT WITH ITEM='BOUND’ .
THEN USE A SEPARATE NAMELIST $INPUY FOR EACH BUUNDARY BEBMENT.

CLOSE WITH A NAMELIST $INPUT WITH ITEM='END" .,

I IE I ) I I I JE I I MW M I I I I M MM I I M M I I I I I I I I FE I I W I I I I I I AN I I I W I W I N I M I I

ITEM - EOUNDARY TYPE % (DEFAULT IS NO-SLIF}
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INLET” % INFLOW BOUNDARY. (VELDCIYY & TEMFERATURE
SPECIFIED UR EXTRAFOLATEDR)

TOUTLET' Z OUTFLOW BOUNDARY. (VELOCITY & TEMPERATURE
SPECIFIER OR EXTRAPOLATEDD

‘SURFACE.” % FREE SURFACE. (EXTRAFOLATED VELOCITY ANL TEMMERATURE)
‘SLIF % SLIP BOUNDARY. (ZERDQ VORTICITY & NORMAL VELOCIYY)
*ALL SLIP’¥% CHANGES EDUNDARY DEFAULY FROM NO-SLIF TO SLIF,
(I1yJ1) % ¢(I2yJ2) - INDICES OF ENDS OF BOUNDARY SEGMENT. (INTEGER)
¥¥ GENERAL UALUE NAMELIST $INFPUT % (ANY ORDER: OMISSIONS ALLGUELD)
REGIN WITH A NAMELIST $INPUT WITH ITEH="GENERAL’
THEN USE A SEPARATE NAMELIST $INFUT FOR EACH QUANVITY.

CLOSE WITH A NAMELIST S$INPUT UITH ITEH="ENL’

ITEM =
TYELX! - X=VELOCITY (1.}
VELY” - Y-VELBEITY (1.)
"PRES” - DIFFERENCE FROM REFERENCE PRESSURE  (0.)
‘REFFRES’ - REFERENCE FRESSURE (AT IREF:JREF) (1 ATH)
'TEMP* - TEMPERATURE (273.13)
‘DENS - DEFSITY (1000.0)
‘HEAT” - HéﬂT TRANSFEh (0.
‘WIDTH - WEDTH (1.4}
‘CODRD - SERVES TO CHANGE COORDINATE UMITS. (METRIC)

(VALUE IS IRRELEVANT.)

VALUE ~ GENERAL VALUE OF QUANTITY.
UNITS =

‘FF&8 (FEET/SEC) + ¢+ VELOCITY

‘MPH” (MILES/HOUR)

'KNOTS (NAUTICAL MILES/HOUR)

TATH’ (ATHOSFHERES) ..+ +¢s ¢+ FRESSURE

‘PSS’ (LB/SR+IN.Y .

‘PSF (LB/SOA.FT.)

‘C’ (CELSIUS)Y +sessresssss TEMFERATURE
‘F’ (FAHRENHEIT)

M W I I I I I IC I W I I W I I I W I I M I I I I I M MW I A I I I I I I I I I I I I I I W I I I I I M I I



ITEM

P ¥ I I S M [ I I I I I I I I M I I I I I I I I I I I I NI I I LI (I I I I I I I I I I W P I I W W I I M I M I N

(Iis J13

‘R’ (RANKINE)

‘PLF” (LE/CU.FT.) vos e s DENSITY
=1 (SLUGS/CU.FY,)

‘GML (GRAMS/MILLILITER)

’BLE” (GRAMS/EU.EM.)

'BTUSISY (RTU/SA.ING/SEC) +.+++HEAT TRANSFER
‘BTUSFS’ (BTU/SQ.FT./8EC)

'FEET’ varrrrersrere e WIDTH
‘MILES”

‘YARDS

"NAUTICAL MILES”

‘FEET’ sestersrsrsreeses e+ COORDINATES
‘HMILES”

‘YARDS’

“NAUTICAL MILES”

¥k SECTION VALUE NAMELIST $INPUT % (ANY ORBER, DHMISSIONS ALLOWELD

EEGIN WITH A NAMELIST $INFUT WITH ITEM="SECTION’
THEN USE & SEPARATE NAMELIST fINFUT FOR EACH GUANTITY.

CLOSE WITH A NAMELIST $1INPUT WITH ITEM="EHD’

TYELX Y -~ X-VELOCITY (1.)

‘VELYY - Y-VELOCITY (1.)

‘PRES’ - DIFFERENCE FROM REFERENCE PRESEURE (1 ATM)
"TEMFY - TEMPERATURE <(273.15)

fOENS” = DENSITY (1000.)

‘HEAT® =~ HEAT TRANSFER (0.

‘WIDTHY = WIDTH (1.)

‘DENTAB’ - INITIAL STRATIFICATION TAEBLE X DENSITY.
‘TEMTAR - TEMPERATURE,
"ELETARY - ELEVATLION.

(IRRELEVANT UNLESS STRAT=TABLE". )
(USE "DENTAER’ OR “TEMTAER's NOT BOTH.?

VALUES - VALUES OF QUANTITY ON SECTION.

& (I2:J2) - INDICES OF CORNERS OF SECTIUN. (IWNTEGER)

JEL - MUMBER OF ENTRIES IN INITIAL STRATIFICATION TABLE.

(IRRELEVANT UNLESS STRAT='YABRLE"}

UNITE — UNITS OF QUANTITY. (SEE LIST ARDVE)
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APPENDIX B: CONTUR INPUT INSTRUCTIONS

CONTUR Input Instructions

.00 Ctlt*t!IIIX#!tlxttlttt!!ttt!lt!tttttlt!ll!tl!!IXtitt#ttltltlltttltl#t#ﬁ!
.20—Cillllilittittlililxkt CORTUR KOO R R RS
14o:cxxtxtxxt:tzxxx:t:x*x:ttxx*m*tx:xxxxtat&*x*tzxx#txatxxtxtxxxtxxxxxxxxxxz
i?gig CONTOUR PLOT EODE - AISSISSIRPI STATE UNIVERSITY . 1982

180=LC 5. ARMY ENGINEER WATERWAYS EXPERIMENT STATION
!90=E VICKSBURG: MISSISSIFPI

élO—EXXxIX#¥t!ll*¥XX¥¥¥XX*K!KKl!H¥¥!#IX!*ti**tKl!?l#l*!iti!*liiﬁtll!!tl*ltlt
LSO‘L IRFUT 1 (QUANTITIES HOT INDICATEL OTHERWESE ARE FLOATING FOINT.)
’58-%1! NAMELIST $FARAN 3

270=C NANELIST ITENS ¢ (AHY DRDER, OMISSIONG ALLONWED)
gggfﬁ (BEFAULT VALUES I¥ PATENTHEGES AT END)
300=ﬁ W1 - WUMBER OF X1 INDICES TG BE SCANNED, (INTEGER)
iggfg' (BEFAULT 15 &L
330=C NETA - NUMBER OF ETA INDICES TO BE SCANRED. {INTEGER)
%%gf? {BEFAULT IS ALL)
§é0=ﬁ ISYH - SYMBOL AND LINE CONTROL. ZERD IF NO SYNBOLS OH THE
370=1, CONTOUR LINE ARE DESIREL. & WALUE OF 3 GiVES SYMROLS
Ja0=C OR EVERY INTERSECTION: 2 OR ! GIVES FEWER SYNBOLS, &
S30=C NEGATIVE WALUF SUPRFSSES THE CONNECTING LINE, SYNEDL
i00=C USED 15 SYWROL#CNCON-13. (INTEGER)
15855 CHEFAULT IS M0 5YHEOLS)
ngﬁg NSTEFS - MRMBER DF TIME STEPS. (INTEGER) (1D
40=
:§g=g £iIt - FLOT SIZE I¥ Y-HIRECTION IA INCHES. ¢83.)

HO=0 SIZRAT - RATIO OF PLOT LEMGTH IW X-DIRECYION TO SIZE. (1.}
3190=( YMIN: XHAX - CONTOUR PLOT LIHITS IN X DIRECTION.

g?g E {DEFALLT IS ALL)

£20= YHINy YHAX - CONTOUR_PLOT LIXITS IN ¥ DIRECTION.

g%g=c ¢DEFAULT IS ALL)D

it LV

Gal=i 16RID - PUTS BRID LINES OF 3/(IGRINH1) WEIGHT AT EACH TiC
260=C AARK LBCATION. NEGATIVE INTEGER FRODUCES HALF- HEIGHT
270=0 GKIN LINES AT EACH TIC MARK LACATIGN AND -TGR1D NUM-
230=C BER OF FOURTH-WEIEHT LINES EVENLY SPACED BETWEEM)
ggg=§ CINTEGERY  (BEFAULY 15 NG BRI

810=C DAKs - HORTZONTAL AND VERTICAL AYES TIC MARK LENGTHS IN INCHES.
2%833 X (TEFAMILT 15 MO TED NARKS)

o40=(, 0A:08 - HORIZORTAL ANT VERTICAL AYES MINIHUH VALUES.

628=C {DEFAULT IS MO AZES WIMBERS )

&84=1

s70=0 0Als - HORIZOMTAL AND VERTICAL AXES HUMBER INTERVAL.
380=C 081 CDEFAULT IS M AXES NUMEERS }

0=t
700-CaK RANELIST 4INPUT ¢
720=C RANELIST ITENS (WY ORDER, ONISSIONS ALLOWEL)

;38=E (4 SEPARATE MARELIST $INFUT FOR EACH VARTABLE TO BE CONTOURED)
74b=

7¥0=( 1TEN =

140=C ]

Q=0 ‘DENSITY’ - DENSTTY

780=C

%%gﬂg “EMERGY’ - ENERGY

%ég%g "PRESSURE’ - DIFFERENCE FROM HYDROSTATIC PRESSURE

g%gig TEMPERAT’ - TEMPERATURE

8500 MUK - NUMBER OF CONTOURS FOR THIS VARTABLE, (INTEGERY (1)
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1119=C

UNITS =

(DEFAULT IS METRIC)

poEe - PUSNESJCJEIC FDBT + JERSITY
*80F! ~ SLUGS/CURIC
CCC - GRANG/CURIC CuNTIHETER

'FI-LBF - FOOT FOUNIS v v oERERGY
‘FT-LBL’ - FOOT POUNBALS

‘BT - Bib
AL - CnLORIE°
‘ERG’ - ERB

“KCAL' - hIIBCALURIES
‘KWR ~ RILOWATT HOURS
N - WATT HOURS

IQTH' - ATHDSPHERES ioiovnFRESSURE
‘PST* - PUUNTIB/SBUARE IRCH
“FEF’ - POUMDS/SOUARE FOOT

'E! - CELSIUS Ii!vtttiOiiiitOOIEHFERnTURE
‘F' - FAHRENREIT
‘R’ - R&ARINE

YILUESCHUK) - CONTOUR YALUES.

1120=Cak IF LFSS THAM FOUR VARTARLES ARE CONTOUREDy FOLLOW THE CONTOUR
‘130 Cax HANELISTS WITH A $INFUT NAELIST CONTAINIRG OMLY ITEM="EAD’.

1150 LR S LR R LA NS L LR A XS KRR R KL KRR

ligg E TIME G7EPS ARE READ UNFORSATTED FROM UNIT 11» AS WRITTEW BY CODE <WESSEL’.

11?0 =G CODRDINATE SYSTEM 1S REAL UNFCRMATYED FROM UNET 10y 45 WRITTEw BY CODE ‘WESCOR’.
1210 Cl!!tt!tlll!Xll!ltt!llttl!xtttt!lllllt!t!ltt!ll*l!!!l!tttllttllill
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APPENDIX C: VECTOR INPUT INSTRUCTIONS
VECTOR Input Instructions

10Q“ ESeRtabhetetttibitbatettisebtevirtiveittsbitosateotiteitinititesttibed
1”0“L*I*K#X#!lt&**#i#*!*!**&* VECTOR SR s kst

130
1892 EittltittltiﬁiilxltxxH*!***K#Hi*X!¥X#K##XItZ#X**x*t***#***t*x*&t*t*#t*x*
160=C  VECTDR FLOT CODE - WISRISSIFPI STATE UNTVERSITY . 1982

\70=0
180=C b,5. ARMY EACINEEE WATERWAYS EXPERIMENT STATICGN
190=C VICNSRURG: WISSISSIFFI

'J

=f
g %i!i!&2&313$¥$K!l#!*t#K!*XxK$#1$K¥$!t$2*!!***#33***33133#!13!¥¥¥3$X$3*¥l
;§8=§ SOLOTION 15 READ UNFBRMATTED FRGM URIT 1is AG WRITTEM BY COBE “BESSEL’
0=
%ggft COGRTIMATE SYSTEM 12 READ UNFGRMATTER FROM UNIT 10 A5 WRITTEN BY CODE ‘WESCOR'

%ég;gﬁi**#KK!*I**t*!xﬁ!xtt#i*!!**x**3**K!#t#ti#K!3iﬂi#!!ﬂl*#l#i**l*l!i!#*
0= INPUT + (QUANTITIES NOT IMDICATED OTHERWISE ARE FLOATING POINT.)

300=i;
210=C¥k NANELIST PARAN !

JLO“C

330=C NAMELTST ITEMS ¢ (ANY ORTER DAISSIONS ALLDWED)

H+g—l TBEFALLT VALUES TN PARENTHESES AT EADD
g§8=E NSTEPS - TOTAL WUMBER OF STEPS T{ BE PLOTTED. (IMTERER) €1)
§é0=ﬁ il - NUMEBER OF X1 IMDICES T& BE SCANNED. (INTEGER)
Ezg=? {DEFAAT 15 ALL)

AQY=

410=C NETA - NUMRER OF ETA INBICED TO BE SCAMNED. (INTEGER)
§gg=g {DEFAULT IS5 ALL)

FA,

340=( REKXT - SKIP TNTERVAL FOR XI. LINTEGER) (1} .
459=Q £1 SLANS EVERY LINEy 2 EVERY SECOND LINEs ETCS)
450=0

470=C NSKETA - SKIF INTERUAL FOR ET8&.  (INTEGER) (1)

4§g=3 {5cE NBRXT)

1704,

;?g=g §{7f - PLOT SIZE I¥ Y-DIRECTION I INCKzE. (8.)

égg;g SIZRAT - RATIO OF PLOT LENGTH IN X-DIRECTION TO 51ZE. {1.)
ri’g—c Ak - ARROWMEAT ANELE In DESREES. (20.)

=L

§%3=E A - ARROWHEAL LENGTH IN INCHES. {0.087%)

igg=g 52 - YELOCITY SCALE FADTOR » 7RACTION OF SIZE PER URIT VELOCITY. {1.)
;GOZE XHIN:XMAX - PLOT LIMITS IN X DIRECTI(N.

5%8=E {JEFAULT 15 ALLY

=

830=C YHIM YHAX - PLOT LINITS In Y DIRECTION.

s40=C (EEFAULT 15 ALLD

=[
PRI R Ecibtatetvetvisietoticssitbteottrtitariteitetttittoasitntorotstttits]
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00100
001190
001290
00130
00150
001460
00170
40180
00190
00200
Q0230
006240
00250
00260
00270
003280
00281
00290
00300
00310
00312
00321
00320
G03390
00330
00340
00340
00340
00370
00380
00390
00400
00400
00410
20421
00430
004490
004465
004635
00481
00481
00481
00481
00481
00481
00481
00481
Q0481
00481
00481
Q0481
00481
00481
00481
00481
00481
00481
00481
00481

APPENDIX D: SAMPLE RUNSTREAMS

WESSEL

/JOR
HILAXXX(TS00CMS00sPO2ySTLAL)
USER(XXXXXX s XXXXXX Y

Kk XWESSEL

FETCH(RN=$BLI'y GEN=0RSRWSL y UN=XXXXXXsDS=CI)
FETCH{(DN=FT10sGIN=RSECUOsDS=1}
LDR{MAFP=FULL »E=1)

EXIT(L)

COST(LO=F)

EXIT(W)

STORE(DON=FTI11,GDON=RSENT&» UN=XXXXXXUS=CI)
EXIT(U)

STORE(DN=FT12,GON=REBBSULSr UN=XXXXXXyD5=C1)
EXIT(W)

LOGFILE(L=UWESLDAY)
STORE(DN=WESLDAY s UN=XXXXXXsDS=FF,DT=0C)
/EDR

E$BEGIN START=/INITIAL’ $
ESPARAM STEPS=500 » TIMORD=2

FARCON="YEG"

UTOL=1,0E~4 UTOL=1.0E-4 FT=1,E-4
STRAT='NONE“ FLOW="INOUT s DELTAT=5.0
BOUNAC=1,0

FUNITS='ATH’
STORIT=500
RITERR='YES"

TUNITS="F~
STOINT=300
FRESAC=0.88

RITEXT="YES”
MAP(L)="TYPE"

'
]
CONVEC="UFUWIND"
r
r
’ FLOBAL="NO *

’
y
’
ENEREQA="YES 'y
’
’
’

W e Mo oW w e

ITERS=T0
TTOL=1.0E-4

RITOUT='YES”
RITINT=’'YES’
MAFOUT="YES”

E$INPUT ITEH=‘BOUND’ $

E$INPUT ITEM='SLIF‘ ., I1=2 , Ji1=13 , I2=i4 , J2=13 %

ESINFUT ITEM=/0UTLET’ » 1117 4y J1=3 , I2=1} , J2=3 ¢

E$INPUT ITEM='END’ £,

E$INPUT ITEM='GENERAL’ %

E$INFUT ITEM='WIDTH~ s VALUE=3.0 » UNITS='FEELT’ %

E$INPUT ITEM='VELX’ r VALUE=0.0 » UNITS="FFg’ %

E$INFUT ITEM='VELY’ y VALUE=0.0 =+ UNITE=‘FFS’ %

E$INFUT ITEM=‘TEHMP’ r VALUE=70.6 » UMITS=‘F’ &%

E$INFUT ITEM=‘COCRI’ » UMITS=‘FEET‘ $

E$INFUT ITEH='END’ %

E$INFUT ITEM=/SECTION’ . $

ESINFUT ITEM="TEMF’ s Ils1 5 J1=2 , I2=1 4 J2~4 4
VALUES = éX62.0 » UNITS='F‘ ¢

E$INFUT ITEM="WIDTH’ » Ti=1 5 Ji=1 » I2=1 s J2=13 ,
VALUES = 13%1.¢ » UNITS='FEET’ %

ESINPUT ITEM="WIBTH’ s Il1=2 5 Jil=1 5 1252 5 J23=13 ,
VALUES = 13%1.5 » UNITS='FEET’ &

E$INPUT ITEM="WIDTH’ » Il=3 5 Jl=1 y I2=3 » J2=13 »
VALUES = 13%2.0 » UNITS='FEET’ §%

E$INPUT ITEM='WIDNTH’ » Ii=4 5 Ji=1 v I[3~4 ¢ J2=13 5
VALUES = 13%2.5 » UNITS=‘FEET’ %

E$INPUT ITEH="WIDTH’ » I1=5 s Ji=} 5 I2=5 y J2=i3
VALUES = 13%3.0 s UNITS='FEET’ % e

E$INPUT TTEW='VELX’ » Il=1 » J1=2. s I2=1 5 JRs70y
VALUES = &%0.04446 » UNITS='FPS‘ $%

E$INFUT ITEM="VELX’ 'y I1=2 , 12y I2=2 , J2=13 ,
VALUES = 12%0.,014% » UNITS='FFS’ %

E$INPUT ITEM=‘VELX' » Ii=:3 » J1=2 4y I2=3 5 J2s513
VALUES = 12%0.0112 » UNITS='FFS‘’ $

E$INFUT ITEMN="VELX’ v I1=4 » J1=2 , [2=4 , J2=13 s
VALUES = 12%0.008% » UNITS='FPS‘ $

E$INPUT ITEM='VELX’ » I1=5 y J1=2 » I2=5 » J3=m13

v UNETS="FFS‘ ¢

VALUES = 12%0.0074

Dl
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00481 E$INFUT ITEM='VELX‘ r Il=6 r Ji=2 , I2=& ¢ J2Z=13
00481 VALUES = 12%0,0064 s UNITS='FFS‘ ¢
00481 ESINPUT ITEM='VELX' y I1=7 r Ji=2 » 12=7 5 J2=13 ,
00481 VALUES = 12%0,0056 » UNITS='FF5‘ %
00481 E$INPUT ITEM='VELX’ s I1=8 » J1=2 » I2=28 4 J2=13
00481 VALUES = 12%0,0050 » UNITS="FFS’ %
00481 E$INPUT ITEM="VELX’ » LI=%? y Ji=2 y I2=9 , J2=13 ,
00481 VALUES = 12%0.,0045 s UNITS='FPS’
00481 ES$INPUT ITEM='VELX’ sy I1=10 s J1=2 » I2=10 s J2=13
¢Qagl VALUES = 12%0.0041 » UNITS='FF8’ ¢
G0ABLl ESINPUT ITEM=‘VELX® » Il1=il 5 J1=2 5 I2=11 s J2=13 ,
00481 VALUES = 12%0.0037 » UNITS='FPS’ %
00481 E$INPUT ITEM=‘VELX’ » I1=12 » Ji=2 y I2=12 4 J2=13
00481 VALUES = 12%0.0034 , UNITS=‘FPS’ #
00481 E$INPUT ITEM='VELX‘ » Ii=13 » Ji=2 , 12=13 » J2=13
00481 VALUES = 12%0.0032 » UNITS='FPS’ ¢
00481 ES$INPUT ITEM='VELX" » I1=14 » J=2 » I2=14 s J2=13 ,
00481 VALUES = 12%0,0030 s UNITS='FPS’ ¢
00481 E$INPUT ITEM="VELX’ » I1=15 y J1=2  I2=231% , J2=13 ,»
00481 VALUES = 12%0.0028 r UNITS='FPS‘ $
00481 ESINPUT ITEM="VELX' » I1=1& » Ji=2 3 J2214 5 J2<13
00481 VALUES = 12%0.0026 » UNITS='FPS’ %
00481 E$INPUT ITEM="VELX’® ¢ 1I1=17 » J1=3 3 I2=17 ,» J2=3
00481 VALUES = 0.0297 » UNITS='FPS’ ¢
00510 ESINPUT ITEM='END’ $
00520 /EOR
00530 /EOF

VECTOR
00100 /JIOB

00110 HJLBXXX(TZ20,CM300+F02+8STCAL)

00120 USER(XXXXXX r XXXXXX)

00130 XXX XVECTOR

00140 FETCH(DN=%BLDGIN=0VECTOR» UN=XXXXXX»DS=CI)

00150 FETCH(DN=FT10,GON=RSBCD0,DS=CI)

00160 FETCH(DN=FT11,GDN=RSBE0OL&,DS=CI)

00170 ACCESS{DN=CCLIBsUN=EKSAFF}

001B0 ASSIGN(DN=TAPEQZI»A=FTO3)}

00190 LDR(LIB=CCLIBsMAF=FULLsE=1)

00200 EXIT(W)

00210 COST(LO=F)

00220 EXIT({U)

00250 STORE(DN=TAPEO3;GON=TAPEOI s UN=XXXXXXRE=FFsDT=C)
002460 EXIT(U)

00270 LOGFILE{(L=VFLTDAY) .

00280 STORE (DN=VPLTDAY s UN=XXXXXXrDS=FF+BT=C)

00290 /EOR .
00300 E$PARAM NETEPS=1 s S52=0.1 r BIZE=3:+0 » SIZRAT=2,57 ¢
00320 /EOF ’ :
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00100
00110
00120
00130
00140
Q0150
00160
Q0170
00180
00190
00200
00210
Q0220
00230
002460
20270
00280
002990
00300
00360
Q0370
00370
Q0370
003790
00400
00420

CONTUR

/JOR

MILGXXX{T20:CHE00FO2,5TCALY

USER (XXXXXK s KXKXXX)

AR XCONTUR
FETCH(ON=$BLI, GUEN=UCONTUR » UN=XXXXXX,05=CI)

FETCH(DN=FT10sGUN=RERCDO, DE=CT)

FETCH(ON=FT11yGIN=RBREB0OLA»S=CT)
ACCESS(DN=CCLIBsUN=EKSAFF)
ASSIGN(IN=TAFEQ2yA=FTO02)

LER(LIB=CCLIBsMAF=FULL E=1)

EXIT(L)

CoST{LO=F)

EXIT(L)
STORE(IN=TAFEQZ, GIN=TAPEO2y UN=XXXXXXsUS=FFsNTV=C)

EXIT(W

LOGFILE(L=CPLTDAY)}

STORE{DON=CPLTOAY s UN=XXXXXXsDS=FF,LT=C)

/EOQR

E$FARAM NSTEPB=1 » SIZE=3.0 » SIZRAT=2.57 ¢

E$INFUT ITEM='TEMPERAT’ » NUM=27 , UNITS='F’ »
YALUES= 60.0 60,5 » 1.0 » 61,9 v 6240 » 62.3

L4
4.0 5 64.5 v 65,0 2 65.3 1 46,0 ¢ 86,5
68.0 5 6B.5 1 6940 » 469,95 » 70.0 + 70.3
72.0 2 72.5 ¢ 73,0 &%
E$INPUT ITEM = ‘“ENL‘ 3

JEQF
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y
?

63.0
&7.0
71.0

L
1
¥

63.5
67 +3
21T
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APPENDIX E:  NOTATION

lateral width

mass residual

internal (thermal) energy per unit mass
arbitrary function

components of gravity vector

*Tn T g

superscript indicating time-step number
pressure

hydrostatic pressure

reference pressure

components of heat flux vector
temperature

time

components of fluid velocity

fluid velocity vector
x- and y-components of u , respectively
fluxes of u through surfaces of constant

n , respectively

cartesian coordinates
2 2

X
n yﬂ

X +
& " YV

2 2
xg + yE

gradient operator

El

£ and constant



laplacian operator
incremental operator
dynamic viscosity
thermal conductivity
density

initial density

reference density

components of stress tensor

components of shear stress tensor

curvilinear coordinates

acceleration parameter

E2





